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Abstract - The analysis of variance is the statistical test most used for comparison of 
three or more means simultaneously. Its application requires, however, the compliance 
to some assumptions, with main emphasis on normality of the data and homoscedasticity 
of variances. When such requirements are not met, one of the alternatives is the 
data transformation to enable the continuity of  the  experimental evaluation. With 
the proposition of the Tukey’s data transformation system, understood as a power 
transformation system, i.e. the application of nth root on a data set (X⅟n) this statistical 
procedure has methodologically evolved to ensure such solutions. In the present research 
we proposed a complement to this system, denominated here as transformation in four 
steps, with inclusion of two hypothesis tests to evaluate normality and homoscedasticity. 
This was applied on experimental data to evaluate the amount of radiation available 
at soil level within stands of Acacia mearnsii De Wild. We have proposed a model 
for data transformation to simultaneously obtain homoscedasticity and normality. The 
methodology was appropriate to ensure these two statistical aspects on the experimental 
data, allowing comparison of eight treatments by conventional analysis of variance.

Transformação de dados em ensaios biológicos

Resumo - A análise de variância é o teste estatístico mais utilizado para a comparação de 
três ou mais médias simultaneamente. Sua aplicação exige, no entanto, o cumprimento 
de algumas condicionantes, com ênfase principal na normalidade dos dados e 
homoscedasticidade das variâncias. Quando tais requisitos não são atendidos, uma 
das alternativas é a transformação de dados para permitir a continuidade da avaliação 
experimental. Com a proposição do sistema de transformação de dados de Tukey, 
entendido como um sistema de transformação de potência, ou seja, a aplicação de 
enésima raiz em um conjunto de dados (X⅟n), este procedimento estatístico evoluiu 
metodologicamente para garantir tais soluções. No presente trabalho foi proposto um 
complemento a esse sistema, denominado aqui de transformação em quatro passos, com 
a inclusão de dois testes de hipóteses para avaliar a normalidade e homoscedasticidade. 
Isto foi aplicado em dados experimentais para avaliar a quantidade de radiação 
disponível ao nível do solo dentro de povoamentos de Acacia mearnsii De Wild. 
Um modelo para transformação de dados foi proposto para obter simultaneamente 
homoscedasticidade e normalidade. A metodologia foi apropriada para garantir esses 
dois aspectos estatísticos nos dados experimentais, permitindo a comparação de oito 
tratamentos pela análise de variância convencional.
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Introduction

Parametric and non-parametric statistical methods 
applied to biological experiments are widely used. The 
most applied are the Student’s t-test, when comparing 
only two means and the analysis of variance (ANOVA), 
when three or more means are compared. It must 
be emphasized that the execution of these requires 
attendance to certain premises. It is assumed that the 
experimental errors associated with the treatments 
are independent, normally distributed and with 
homoscedasticity of variances (Cochran,1947).

Still, the best choice to measure the selected variables 
must be appropriately chosen to ensure the functionality 
of the linear additive model (Steel & Torrie, 1960). 
The randomization of treatments that integrate the 
experiment should be applied to ensure the independence 
of experimental errors.

Homoscedasticity of variances is essential, because 
when ANOVA is applied to test the null hypothesis of 
equality between means of the experimental samples 
taken from a population, it is calculated the overall 
arithmetic mean, which means they are estimators of a 
single parameter, i.e., there is a single population from 
which the different treatments are only repeated samples 
taken from a unique structural set of data.

In some biological populations, asymmetry occurs 
on the data distribution with relative frequency 
and, in this case, the lack of normality can also 
generate heteroscedasticity. This statistical condition 
is referenced by Steel & Torrie (1960) as a regular 
type of heteroscedasticity, which appears owing to the 
variability of the data showing pronounced asymmetries 
in relation to their averages. To detect the statistical 
significance for unequal variances at 95% or 99% of 
probability, it is possible to satisfy the assumption of 
homoscedasticity with data transformation, which will 
propitiate a new scale with approximation of them to 
normality. This transformation is a way to make the 
means and variances independents and, therefore, their 
homogeneity.

Even though data transformation has made it possible 
in most cases, adverse situations of heteroscedasticity 
of variances in addition to no achievement of normality 
for experimental treatments may remain, which require 
special considerations. For these cases, Steel & Torrie 
(1960) recommend the use of other methods of statistical 
analysis, such as the application of weighted ANOVA 
as presented in Rahman & Sen (2009).

The concept of data transformation gained 
expressiveness with the proposal formalized by 
Tukey (1957), when he focused on a single system as 
alternative to transform data in order to reach normality 
and homoscedasticity, based on what he called power 
transformation. Later, Box & Cox (1964) improved the 
Tukey’s system and diversified it with special cases 
like indeterminacies and other situations as: negative 
logarithmic values and occurrences of zeros in the 
dataset. The authors’ experience was an important step 
for realizing that in adverse circumstances in datasets was 
not possible achieving normality and homoscedasticity 
simultaneously. These situations motivated the author’s 
proposal for a new data transformation to solve the above 
referenced adverse conditions.

The main aim of the present research was to propose a 
complement to the Tukey’s data transformation system, 
denominated by the authors as transformation in four 
steps, with addition of two hypothesis tests to evaluate 
normality and homoscedasticity simultaneously.

Material and methods

Concepts on data transformation
Consider a random variable X with normal distribution 

N(μx,σx). Under these circumstances, if an ANOVA test is 
applied to the data set, the result of the F test is expected 
to test H0 for equality of means of T  experimental 
treatments sampled in the population. However, if the 
random variable X deviates from normality, i.e., the 
distribution presents asymmetry, then this condition 
will be transferred to the distribution of experimental 
errors and will produce more significant results in the 
application of the F test than expected, besides the loss 
of efficiency in the ANOVA. Under these circumstances, 
the mean of each treatment may not estimate the mean of 
the entire population (Snedecor & Cochran 1967). When 
taking samples in populations, two conditions must be 
observed: 1) The occurrence of non-normality, which 
can be easily evaluated by the application of statistical 
tests, such as Kolmogorov-Smirnov (Kolmogorov, 1933; 
Smirnov, 1948), when the number of replications is 
sufficient; 2) The heteroscedasticity of variances, which 
can be easily detected by the application of the statistical 
tests of Bartlett (1937) or Hartley (1950).

With respect to non-normality, data transformation 
has been an alternative technique to solve the problem, 
because the probability distribution of the errors usually 
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is not known, which turns the ANOVA a complex 
problem to be solved. Alternatively, the application 
of a generalized linear model is also a recommended 
technique to be used. In the context of this manuscript 
the transformative procedure, as proposed by Snedecor 
& Cochran (1967), i.e., the variable Y represents the 
set of transformed data obtained as a function of the 
variable X, whose asymmetry has been statistically pre-
detected. Then: 

Y = f(X) (1)

Aiming at achieving normality for the Y variable and 
considering that the data are measurable in a continuous 
scale, then Y > 0. By the application of a mathematical 
function to each of the data comprising the replications 
of the treatments in test, then (Equation 1) will be 
equated as: 

Yi = f(Xi) (2)

According to McDonald (2009), many biological 
variables do not meet the assumptions of a parametric 
statistical test: non-normality of treatment data and no 
homogeneity of variances, or both. Using a parametric 
statistical method, such as ANOVA, data in these 
circumstances may give a misleading result. In some 
cases, transforming data will be an alternative to attend 
the assumptions of the ANOVA. According to Osborne 
(2002), data transformations are commonly used tools 
that can serve many functions in quantitative analysis 
of data. The three data transformations most applied 
in statistical analysis for improving the normality 
of variables are: square root, log, and inverse of the 
treatment values. Ramsey & Shafer (2012) also pointed 
out that there are useful transformations for positive 
measurements with skewed distributions, where the 
means and standard deviations differ between groups, 
for example, the following transformations: square root, 
reciprocal, arcsine of square root, logit and logarithmic 
of treatment values.

Under a variety of circumstances when conducting 
field experiments, we have detected the need to make 
data transformations. According to Parsad (2005), 
Baran & Warry (2008), McDonald (2009) and Fowler 
et al. (2009), the most common transformations used in 
biological data are: logarithmic, square root and arcsine. 
The application of logarithmic transformation is suitable 
for  data where the variance is proportional to square of 
the mean or the coefficient of variation (ratio between 

standard deviation and mean) is constant or where effects 
are multiplicative (Parsad, 2005). The application of 
logarithmic transformation is performed by applying 
the base 10 or the neperian base.

Square root transformation is appropriate for data sets 
where the variance is proportional to the mean (Parsad, 
2005). The application of square root to the data set 
is a special case of what can be nominated as power 
transformation, i.e., in which the square root (nth root 
on a set of data i.e., X⅟n) is the special case when n = 2.

Trigonometric transformations (arcsin) are also 
applied to special situations in which the dataset occurs 
only in the range 0 ≤ X ≤ 1.0, where Yi = f(arcsin Xi). 
According to Parsad (2005), this transformation is 
appropriate for proportions, i.e., data obtained from 
count or data expressed as decimal fractions and 
percentages. The distribution of percentages is binomial, 
and its transformation turn to be a normal distribution. 

Another possibility is the inverse transformation, 
or reciprocal of data, which is proper to situations 
where part of them is in the range 0 < X ≤ 1.0, and this 
transformation works favorably to approximate the data 
to the unit ( )1−= ii XfY . Another part, i.e., for the condition 
when X ≥ 1.0, it is desirable application of the reverse 
of the inverse transformation which is very effective, 
or ( )11 −−= ii XfY .

Tukey (1957) agglutinated the various data 
transformations in a proposal called by him power 
transformation, in which the transformed data result 
from the application of a monotonic function to observed 
data, expressed as:

0
log 0

i i

i

Y X if
X if

λ λ
λ

= ≠
= =

(3)

This transformation, understood as a system for 
transforming data, was later modified by Box & Cox 
(1964) to eliminate the condition of discontinuity 
occurring when λ = 0. They have proposed the modified 
Tukey’s system, i.e.:

( )1 / 0

log 0
i i

i

Y X if

X if

λ λ λ

λ

= − ≠

= =
(4)

This transformation is valid only for Xi > 0.
Evolutionarily, the main contribution to improve the 

Tukey’s data transformation system was performed by 
Box & Cox (1964). These authors suggested changes 
applicable in the case of occurrence of negative values 
and the system, as shown in (Equation 4), came to be 
expressed by:
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( )
( )
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2 1
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= + = (5)

Where λ1 is the transformation parameter and λ2 is a 
parameter chosen to satisfy the condition Xi > 0.

Other situations proposed to modify the Tukey’s 
system were presented in Sakia (1992), involving the 
following suggestions: a) when negative values occur 
in the data (Manly, 1976); b) when the data set presents 
little asymmetry, named modular transformation (John & 
Draper, 1980); and c) when the probability distribution of 
the data is known and is asymptotic in the abscissa axis, 
as in the normal distribution (Bickel & Doksum, 1981).

The logarithmic transformation was used as the first 
step, as suggested by Parsad (2005), and, consequently, 
λ1 = 0 in the Box and Cox transformation. After the 
logarithmic transformation, not always it is achieved 
the conditions of normality and homoscedasticity of 
variances. Consequently, a new transformation should 
be performed to ensure both conditions simultaneously. 

In some conditions, this requirement may not be 
reached and, therefore, one of the assumptions for the 
application of ANOVA is not attended. Consequently, 
the calculation of the residuals will be affected, which 
will increase the chance for the occurrence of errors of 
type I and II, i.e., to accept the null hypothesis when it 
is false or vice-versa.

This problem was analyzed by Box & Cox (1964), who 
have proposed the method of maximum likelihood and 
the Bayesian solution to estimate the transformation’s λ 
parameter, however later Draper & Cox (1969) concluded 
that such procedures are robust to achieve normality 
only when one can get a reasonable symmetry in their 
discrepancies, however not always such a transformation 
can also result in homoscedasticity (Zarembka, 1974). 
The same author evaluated the statistical implications 
for the estimation of the λ parameter and said there is 
bias in its obtaining. From there, he went on to analyze 
the relationship between the variance and the mean and 
picked up what was defined in (Equation 1), for the 
population of the variable X, for what he considered the 
approximation of first order of Taylor series to better 
understand this relationship.

Proposed transformations 
In the process of data transformation, several 

attempts were applied following the suggestions made 
by the authors previously mentioned, in which the 
transformed data of the distributions should, as far as 

possible, approximate to the unit. Such a condition is 
more obviously achieved with the application of nth root 
on a set of data i.e. (X⅟n), since both data ≥ 1.0 as well 
as ≤ 1.0 will tend to one, but the results did not always 
have proved effective, because the uniformity effect 
occurred proportionally, and the variances remained 
with heteroscedasticity.

Consider, after we have performed the logarithmic 
transformation to reduce the scale of the data, that we 
could additionally apply a second transformation to 
achieve normality and homoscedasticity. This proposal 
consists in the formulation of three new hypotheses as 
consequence:

Hypothesis 1: It is possible to seek rapprochement 
between the ranges of variation of data in t experimental 
treatments, which could be achieved when their extreme 
values converge to equality.

If this convergence is achieved, the ranges of variation 
will change from a condition of maximum dispersion to 
a condition of lower dispersion, approaching symmetry, 
i.e. it will fluctuate along a rectangular uniform trend, 
whose extremes will be parametrically equal. In these 
circumstances, the other ranges of variation will oscillate 
around their arithmetic mean. Such a situation, not 
considering the simultaneous condition of normality and 
homoscedasticity, can be forced with the formulation of 
a second hypothesis:

Hypothesis 2: It is possible to find the convergence 
of other ranges of variation by applying a third 
transformation on the original data, maintaining the 
double transformation previously performed, aiming to 
bring them as close as possible of their mean.

I f  these  three  t ransformat ions  can force 
homoscedasticity, there still may remain non-normality 
in the population of data triply transformed. In these 
circumstances a fourth transformation is proposed until 
normality is achieved, maintaining though the previous 
transformations already performed.

Thus, we propose the formulation of the third 
hypothesis:

Hypothesis 3: Normality will be reached when 
the effect of a fourth transformation results in a new 
population with asymmetry close to zero. 

To test the first hypothesis (HGV), consider the ranges 
of variation of “t” treatments, i.e. (Xjmax - Xjmin) = GVj, 
i.e. GV is the amplitude of each treatment in which j = 
1, 2, 3 ...t. Proceed to the ordination of these series in 
ascending order.
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Consider additionally the parameter δ, generator of 
homoscedasticity, which will be achieved for each two 
treatments when: 

GVj+1 - GVj = 0

This fact is equivalent to the formulation of the 
following null hypothesis: 

H0: GVj+1 = GVj

The alternative hypothesis is therefore: 

H1  =  GVj+1  ≠  GVj

In the circumstances in which we shall compare 
“t” treatments, we propose that such hypotheses be 
formulated for the extreme values of the transformed 
series: 

H0: GVmax = GVmin

H1: GVmax ≠ GVmin

This hypothesis test will be conducted by considering 
the variable Yi  as a result of the first two transformations, 
i.e. first the logarithmic to achieve normality or 
quasi-normality [log (GV)] and the second to achieve 
homoscedasticity, applying to it the inverse of the ranges 
of variation [(GV)-1].

ˆ-1Y = log (GV) [(GV) ] δ (6)

Assuming their equality in the extreme ranges of 
variation, as is presented in the null hypothesis, we can 
obtain the estimator for the transformer parameter δ̂ :

( ) ( )
ˆ ˆ

1 1
max max min minlog logGV GV GV GV

δ δ− −   =    (7)

By isolating δ̂  we have:

( ) ( ){ } 11 1
min max min max

ˆ log log log logGV GV GV GVδ
−− −   =     (8)

We should apply the double transformation to all 
sampling data of the variable X, for acceptance of H0:

( )1
ˆ ˆ1

1 1 i iY  = ( 1) log X (X )i i iX X
δλ δλ− − =    (9)

Where λ1 = 0 and δ̂  equal to the value obtained in 
Equation 8.

When analyzing the results of this double 
transformation we realized that homoscedasticity was 
achieved, but normality remained only approximate 

(evaluated with the Kolmogorov-Smirnov’s test). This 
resulted in the formulation of the second hypothesis  to 
achieve greater approximation of ranges of variation in 
Equation 10.

( )1 2 2
ˆ ˆ1

2i i iY  = ( 1) log X (X )i iX X
δλ λ λ δλ−   − =    (10)

Where λ1 = 0, λ2 to be determined by applying the 
adjustment of a polynomial of nth degree  resulting from 
successive sampling points generated by the assessment 
of the chi-square test, equated as a function of λ2 in 
a range that contains the most appropriate possible 
transformations and δ̂ = value obtained in Equation 8.

Consider, in addition, the parameter λ3, generator of 
normality, obtaining it by forcing the triple transformation 
result in a normal distribution with symmetry (S) equal 
or close to zero.

This additional condition is equivalent to the 
formulation of the following null hypothesis (HS): 

H0: S = 0

The alternative hypothesis is therefore:  

H1: S ≠ 0

To test such hypothesis, we finally propose a 
fourth transformation, incorporating the parameter λ3 
to generate normality, and the transformed variable 
obtained in Equation (11).

( ) ( )3 2 ˆ
i i iZ  = log X X  λ λ δ 

  (11)

The hypothesis test was conducted by taking 
successive values for the parameter λ3, in an interval that 
contains the most appropriate possible transformations, 
such that the population of transformed data Zi reaching 
the optimal condition of normality and homoscedasticity, 
i.e. when both Kolmogorov-Smirnov’s and Bartlett’s 
tests applied to this population result in no statistical 
significance, the first at 95% and the second at 99% 
probability levels. For both, the successive values of 
symmetry (S) are prospected in function of λ3, i.e. S 
= f (λ3). As homoscedasticity and normality behave 
in a reverse manner, the final solution will be found 
for the value of S that meets the acceptance of the null 
hypotheses.

In the context of acceptance of H0 for the second 
hypothesis of this research, we chose a λ3 value, which 
generates asymmetry as close as possible to zero.
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Application on experimental data
The variable to be used for describing the problem of 

non-normality and heteroscedasticity of variances is the 
incident radiation on ground level (IRGL).

The quantity of radiation available at ground level 
within a population is a function of a number of factors, 
such as: morphometric and physiological characteristics, 
growth habit, leaf incidence angle and arrangement of 
leaves of the species that compose the forest plantation. 
In addition, photosynthetically active radiation incidence 
(PARI) is also determined by canopy characteristics, as 
well as the location and size of existing spaces on the 
canopy, commonly called sun flecks. The light which 
passes through the canopy of the trees provokes points 
of sunshine at the soil level with different intensity 
of radiation, producing a heterogeneous environment 
of light incidence. In addition, this variable does not 
present normal distribution, because the points with 
lower intensities of radiation at ground level tend to 
be more frequent than points with higher intensities of 
occurrence, causing a positive asymmetric distribution.

The analysis was carried out to verify the effect of 
the environment and of the age of the black wattle 
(Acacia mearnsii De Wild.) stands on the incidence 
of photosynthetically active radiation on ground level. 
Several commercial plantations of black wattle were 
selected from regions of high concentration of the 
species in the municipalities of Cristal (Hillside of the 
Southeast - HS) and Piratini (Mountain of the Southeast 
- MS), Rio Grande do Sul State, Brazil. 

In each municipality the stands were selected in 
a range of ages: one, three, five and seven years old. 
In Cristal, the evaluated areas are located between 
coordinates 30°54’ S and 50°40’ W and in Piratini, 
between 31°25’ S and 52°58’ W, all in the altitude of 
320 to 370 m above sea level.

In each stand, a north-facing hillside was chosen, 
and 45 sample plots were used as replications of the 
experiment for the assessment of photosynthetically 
active radiation (PAR), for which five measurements 
were taking in each point and calculated the average 
of them.

  The readings of PARI were carried out at 30 cm 
height from the surface using a pyranometer (LI-COR 
1600) in µmol cm-2

 s-1. The experimental design was a 
factorial completely randomized design, in which the 
treatments were assigned as: the environmental condition 

(HS and MS) and age of the stands (one, three, five and 
seven years old), organized in 45 replications. 

The errors in the ANOVA model, because of no 
controlled factors, should be normally distributed 
with a  unique parametric variance, i.e. all treatments 
present homogeneous variances. This implies that 
the experimental data should also present a normal 
distribution. After the evaluation at 95% probability level 
for the Kolmogorov-Smirnov’s test, and 99% probability 
level for the Bartlett’s test, it was found statistical 
significance for both conditions. Then it was necessary to 
proceed the application of the transformations envisaged 
in Equation 11. We also used an analysis of variance 
to verify the occurrence of errors of type I and II. All 
statistical tests were conducted using SAS software for 
academics and Julia language.

Results

Implementation of the proposed transformations
The ratios were calculated between the standard 

deviation and the average of each treatment, and was 
observed approximating condition of proportionality of 
these results (Figure 1). 

Figure 1. Ratio between the standard deviation and the mean 
of the treatment (for the variable radiation photosynthetically 
active incident on ground level) from an experiment conducted 
in black wattle stands in the state of Rio Grande do Sul, 
Brazil (HS = Hillside of the Southeast, MS = Mountain of the 
Southeast. Four stand ages: 1, 3, 5 and 7 years).

Applying the transformation  to the data, the p value 
that was -0.48 ≈ -0.5 have approximated to zero, while 
the logarithmic transformation resulted in values near 
the unit, which is the initial premise to be performed 
in all transformations to achieve normality and 
homoscedasticity of variances. 
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The maximum and minimum values, the ranges of 
variation, the means, and the variance of each treatment 
are shown in Table 1. The largest variance was 35,885.71 
and the smallest 8,617.77, i.e. representing a ratio of 4.16. 
The lower range of variation was present in treatment 6, 
while the largest in treatment 1 (Figure 2).  The Bartlett’s 

test resulted in a value of X2=48.69, therefore significant 
at 99% probability. The asymmetry value was 0.53, 
tending toward a moderate condition (Figure 2); the 
Kolmogorov-Smirnov’s test was significant, confirming 
the non-normality of the data. 

Table 1. Statistics after the application of the transformation to the variable (radiation photosynthetically active incident on 
ground level) from an experiment conducted in black wattle stands in the state of Rio Grande do Sul, Brazil. 

Transformation Treatment Maximum Value Minimum Value Range of variation Mean Variance
0 1: HS+1 931.40000 112.20000 819.20000 494.30222 34,258.96113
0 2: HS+3 700.20000 64.80000 635.40000 322.25778 29,108.29931
0 3: HS+5 870.40000 88.20000 782.20000 393.31111 35,885.70646
0 4: HS+7 557.40000 68.20000 489.20000 256.06800 15,447.01277
0 5: MS+1 748.40000 137.35600 611.04400 432.62996 23,482.14578
0 6: MS+3 434.80000 91.20000 343.60000 254.70222 8,617.77386
0 7: MS+5 705.60000 98.80000 606.80000 374.50658 24,344.55462
0 8: MS+7 549.60000 56.20000 493.40000 246.53333 13,346.14545
1 1: HS+1 2.96914 2.04999 0.91914 2.65667 0.03865
1 2: HS+3 2.84522 1.81158 1.03365 2.43153 0.08030
1 3: HS+5 2.93972 1.94547 0.99425 2.53625 0.05942
1 4: HS+7 2.74617 1.83378 0.91238 2.34928 0.05955
1 5: MS+1 2.87413 2.13785 0.73629 2.60535 0.03003
1 6: MS+3 2.63829 1.95999 0.67829 2.37348 0.03142
1 7: MS+5 2.84856 1.99476 0.85380 2.52689 0.04796
1 8: MS+7 2.74005 1.74974 0.99031 2.33664 0.05616
2 1: HS+1 1.02023 0.97887 0.04136 1.01643 0.00006
2 2: HS+3 1.02023 0.94268 0.07755 1.00487 0.00047
2 3: HS+5 1.02023 0.96464 0.05559 1.01152 0.00019
2 4: HS+7 1.02018 0.94662 0.07356 1.00163 0.00044
2 5: MS+1 1.02023 0.98899 0.03124 1.01602 0.00004
2 6: MS+3 1.01898 0.96676 0.05222 1.00580 0.00017
2 7: MS+5 1.02023 0.97165 0.04858 1.01208 0.00015
2 8: MS+7 1.02016 0.93103 0.08913 1.00103 0.00047
3 1: HS+1 12.04319 5.39030 6.65289 9.39690 2.13600
3 2: HS+3 10.88551 4.25683 6.62867 7.83109 3.32116
3 3: HS+5 11.75959 4.86942 6.89017 8.52817 2.87664
3 4: HS+7 10.02702 4.35439 5.67263 7.23935 2.24475
3 5: MS+1 11.14707 5.85910 5.28797 8.97635 1.63070
3 6: MS+3 9.15531 4.93950 4.21580 7.33744 1.25556
3 7: MS+5 10.91543 5.11020 5.80523 8.43222 2.24903
3 8: MS+7 9.97584 3.99335 5.98248 7.15048 2.05472
4 1: HS+1 1.77274 1.52443 0.24830 1.66938 0.00311
4 2: HS+3 1.72710 1.49796 0.22913 1.61182 0.00419
4 3: HS+5 1.76157 1.51055 0.25102 1.63672 0.00397
4 4: HS+7 1.69326 1.49962 0.19364 1.58943 0.00268
4 5: MS+1 1.73742 1.53864 0.19878 1.65285 0.00238
4 6: MS+3 1.65910 1.51228 0.14683 1.59134 0.00160
4 7: MS+5 1.72828 1.51667 0.21160 1.63271 0.00309
4 8: MS+7 1.69125 1.49430 0.19695 1.58615 0.00239

Where: Two environments: HS = Hillside of the Southeast, MS = Mountain of the Southeast. Four stand ages: 1, 3, 5 and 7 years. Transformations: 0: Yi = Xi, 
1: Yi = log Xi, 2: Yi = log Xi(Xi)-0.1566, 3: Yi= log Xi [(Xi )-1.30786]-0.1566 and 4: Yi = (log Xi )-0.785 (Xi )0.2087.
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Figure 2. Ranges of variation and probability distributions after applying the transformations. The variable is incident radiation 
at ground level in stands of black wattle under the effect of two environments (HS = Hillside of the Southeast, MS = Mountain 
of the Southeast. Four stand ages: 1, 3, 5 and 7 years). 
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At first, the data were transformed to Yi = log Xi. 
The statistical summary is presented in Table 1. The 
application of the Bartlett’s test resulted in a chi-square 
value of χ2 =18.21, significant at 95% probability. As 
far as normality is concerned, the application of the 
Kolmogorov-Smirnov’s test resulted in a value of 
0.0702, therefore normality was rejected. The value of 
asymmetry was -0.65, tending to a moderate condition 
(Figure 2). Considering such circumstances, we decided 
to apply the transformations proposed by the authors 
(Equation 11).

Assuming the equality of the extreme ranges of 
variation, as specified in the null hypothesis presented 
in (7), we have :

( ) ( )ˆ ˆ1 1log819.20 819.20 log343.60 343.60δ δ− −   =    (12)

By isolating δ we have:

( ) ( ){ } 11 1ˆ log log343.60 log819.20 log 343.60 819.20δ
−− −   =     (13)

Therefore, 

ˆ 0.1566δ = (14)

For the acceptance of H0 (HGV), double transformation 
was applied to all sampling data of the variable X, as 
presented in (Equation 9).

0.1566
1i i iY  = log X (X )− (15)

After processing the data, the results of the Bartlett’s 
and Kolmogorov-Smirnov’s tests remained significant, 
revealing that the data still presented heteroscedasticity 
and non-normality. Although transformation (Equation 
15) resulted in lower ranges of variation, the probability 
distribution of the data worsened, emphasizing an 
asymmetric distribution. This detracted in reaching the 
goal of homoscedasticity. 

Thus, it was proposed the inclusion of the coefficient 
λ2, in order to force the values which  are distanced from 
the mean, consequence of the performed transformation, 
by the introduction of the λ2 parameter, to go back to an 
approximation of the mean. Therefore, the new adjusted 
transformation was: 

( ) 2
ˆ

2i i iY  = log X (X ) 
δλ   (16)

The third step was the application of the second 
hypothesis test (HS), in order to take successive values 
for the parameter λ2 in the Equation 11, such that the 
population of transformed data would reach the optimal 
condition of homoscedasticity, i.e. when the Bartlett’s 

test applied to this population result in no statistical 
significance at 99% probability level.

The successive values of Chi-square (χ2) in the 
Bartlett’s test were related in function of λ2, i.e. χ2 = f 
(λ2), for a range between -2.5 ≤ λ2 ≤ -0.5. After pairs of 
values had been collected, a second-degree polynomial 
was adjusted to the sequence of results obtained between 
the specified interval for the variable λ2 (Figure 3).

To obtain the minimum value of the Chi-square in the 
Bartlett’s test, the first derivative of the polynomial was 
equated to zero and solved, i.e.:

3.7144 4.8579 0y x
x
∂

= + =
∂

(17)

This resulted in a value of x = -1.30786= λ2, and 
therefore the transformation obtained was:

 

( ) 0.15661.30786
2i i iY  = log X (X ) 

−−   (18)

The Bartlett’s test resulted in a value of  χ2=13.62, 
therefore not significant at 95% and 99% of probability 
levels, i.e. homoscedasticity was finally reached. The 
application of the Kolmogorov-Smirnov’s test resulted 
in a significant value, still presenting non-normality. 
The value of asymmetry was -0.25838, tending to a 
moderate condition. 

In view of these circumstances, it was proposed the 
inclusion of the λ3 parameter, such that to force the 
normality, resulting in the final set of transformations 
proposed by the authors:

( )
3

2
ˆ

i i iZ  = log X (X ) 
λ

λ δ   (19)

The successive asymmetry values were solved in 
function of λ3, i.e. S = f (λ3), for a range between -1.0 ≤ 
λ3 ≤ 2.5 (Figure 3).

The minimization of asymmetry and homogeneity 
of variances were obtained for the value of λ3 = -0.785, 
therefore the final transformation, after rationalization 
(ϖ ) in (Equation 20), is presented in (Equation 21).

( )2̂
ˆ= 1.30786 0.1566 0.2087ϖ λ δ = − − =   (20)

( ) 0.785 0.2087
i i iZ  = log X (X ) − (21)
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Once applied the procedures as suggested in (Equation 
21), the data were transformed to the variable Zi.  The 
largest variance resulted in 0.000419 and the lowest 
in 0.00016, i.e. a ratio of 2.62. The new transformed 
variable (Zi) was submitted to Bartlett’s test and resulted 
in a value of x2 = 14.00, therefore not significant at 95% 
and 99% probability levels. The Kolmogorov-Smirnov’s 
test presented a value of 0.04614, which identifies a 
normal distribution and a value of asymmetry equal to 
- 0.06395, i.e. close to zero. These results demonstrate 
the effectiveness of the proposed methodology.

The entire procedure proposed in this research  is 
based on the application of the hypothesis test for the 
equality (H0: GVmax = GVmin) of the ranges of variation 
of the treatments, which implicitly was detected after 
the rejection of the null hypothesis, both for normality 
as well as to homoscedasticity of variances.

It was observed that λ3 is the generator of normality 
since successive Bartlett’s tests have resulted in minor 
variations. Therefore, the proposed transformation for 
the parameter δ̂ strength the ratios between the variances 
of the treatments to decrease, so to approximate closer 
as much as possible to one; the parameter λ2 corrects the 

changes which were not included in the calculation of δ̂
, while the parameter λ3 strength asymmetry get closer to 
zero. This is expected when using data transformation 
to create a suitable condition for the application of the 
analysis of variance.

The original and transformed data were submitted 
to the analysis of variance and the results are presented 
in Table 2. 
Table 2. Analysis of variance of the variable radiation incident 
at ground level in stands of black wattle under the effect of two 
environments (Hillside of the Southeast – HS and Mountain 
of the Southeast - MS), in four stand ages: 1, 3, 5 and 7 years.

Source of 
Variation

Degrees of 
Freedom Mean Square

Xi Zi

Environment (E) 1 178,040.0967 ** 0.01109ns

Stand Age (S) 3 854,218.0970 ** 0.09872**

E * S 3 71,155.9901ns 0.00172ns

Where Xi is the original variable and Zi is the transformed variable. ns - not 
significant and ** - highly significant.

Discussion

Properties of the proposed transformations
Observing Table 2, it was evident that results of F test 

for environmental effect would be leading to a type II 
error, i.e. to reject the null hypothesis when it is true, as 
previously was stated by Snedecor & Cochran (1967).

The application of logarithms to the data was consider 
appropriate in this research, reason why we opted for 
this transformation as the first step of the four others 
proposed by the authors.

The transformation proposed by the authors was:

( )
3

2
ˆ

i i iZ  = log X (X ) 
λ

λ δ   (22)

 Thus, we have:
When λ3 =1, the transformation is equivalent to

( ) 2
ˆ

i i iZ  = log X (X ) λ δ   (23)

When λ3 = 0, the transformation is equivalent to

2
ˆ

i i iZ  = (X ) (X ) λ δ ϖ  =  (24)

Where ϖ  is equal to the product of λ2 by  . 
From these applications we can verify that λ2 and δ̂

(Zi = [(Xi)λ2]δ̂ are generators of homoscedasticity, while 
λ3 of normality [Zi = (log Xi)λ3]. Complementary to the 
expression given in (Equation 22) we have a general case 
of other restrictive conditions presented in (Equation 23) 
and (Equation 24) or in other circumstances.

Taking the case , since λ2 = -1.30786 and δ̂ = 0.1566, 
the application of the Chi-square test on the new obtained 
variable (Zi) resulted in a value of x2=13.99,, therefore 
not significant at 95% and 99% probability levels, 
however, with the condition of non-normality, verified 
by means of the Kolmogorov-Smirnov’s test, and a value 
of asymmetry of -0.37941, i.e., tending to moderate 
value. With the modification of the coefficient ϖ on the 
variable X, it is possible to force the asymmetry closer 
to zero, however when  reaching this point it becomes 
difficult to achieve homogeneity of variances, since both 
procedures are inversely proportional (Figure 3).

δ̂
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1

λ2 X2
Significance

95% 99%
-0.50 14.88 Yes No
-0.75 14.13 Yes No
-1.00 13.75 No No
-1.25 13.62 No No
-1.50 13.75 No No
-1.75 14.00 No No
-2.00 14.46 Yes No

2

λ3 X2 S Normality
-1.000 38.5 0.58259 No
-0.750 13.58 -0.11836 Yes
-0.500 13.51 -0.31359 No
-0.250 13.91 -0.37197 No
0.000 13.99 -0.37949 No
0.250 13.91 -0.36349 No
0.500 13.77 -0.33456 No
0.750 13.66 -0.29875 No
1.000 13.62 -0.25838 No
1.250 13.69 -0.21549 No
1.500 13.88 -0.17104 Yes
1.750 14.16 -0.12549 Yes
2.000 14.65 -0.07946 Yes
2.250 15.25 -0.03132 Yes
2.500 15.99 0.01315 Yes
-0,780 13.92 -0.07394 Yes
-0,785 14.00 -0.06395 Yes
-0,790 14.07 -0.05725 Yes

3

Chi-square Asymmetry Normality
0.21 13.99 -0.37949 No
0.25 13.74 -0.32732 No
0.35 13.78 -0,20408 No
0.4 14.14 -0.14362 No
0.45 14.71 -0.08395 No

4

Figure 3. Test of normality and homogeneity of variances.  1 - Modeling the value of Chi-square (X2) of the Bartlett’s test as a 
function of λ2. 2 - Minimization of asymmetry and the homoscedasticity of variances. 3 - Relationship between the normality 
of the data and homoscedasticity of variances. 4 - Variation of asymmetry in function of λ3.
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Taking λ2 = 0 and δ̂  = 0, we get the transformation 
Zi = (log Xi) λ3. The successive values of symmetry (S) 
were  equated in function of λ3, i.e. S  = f  (λ3), for a 
range of -1.0 ≤ λ3 ≤ 5 (Figure 2).  It was observed that 
it is possible to achieve symmetry equal to zero for λ3 
= 2.8076, however with heteroscedasticity of variances 
at 95% probability level (χ2=16.50).

In this research  it was demonstrated that the 
inclusion of parameters that generate normality and 
homoscedasticity in the same transformation procedure 
results a balance to achieve these two assumptions, 
which is an ideal situation for the application of analysis 
of variance. It was also observed that it is preferable to 
work first with heteroscedasticity of variances and after 
with normality once the values of Bartlett’s test have 
not changed much when the asymmetry was forced to 
move closer to zero.

Some relevant points about the proposed transformations
Data transformation have been used frequently to 

approximate the residuals to the normal distribution 
and to achieve homoscedasticity (Sokal & Rohlf, 2012). 
For example, in Brazilian Journal of Forestry Research, 
analysis of variance was one of the most applied 
statistical test, as can be evidenced in several papers 
(Amaral et al., 2013; Faria et al., 2013; Freitas et al., 
2013; Guareschi & Pereira, 2013; Guimarães Junior et 
al., 2013; Haliski et al., 2013; Lucena et al., 2013; Maeda 
& Bognola, 2013; Oliveira & Alixandre, 2013; Pias et al., 
2013; Rocha et al., 2013; Rosado et al., 2013; Rossa et 
al., 2013; Santos et al., 2013; Ataíde et al., 2014; Bastos 
et al., 2014; Carpanezzi & Gualtieri, 2014; Dias Júnior et 
al., 2014; Flores et al., 2014; Leite et al., 2014; Medeiros 
et al., 2014; Mossanek et al., 2014; Oliveira et al., 2014; 
Prevedello et al., 2014; Protásio et al., 2014; Silva et al., 
2014; Souza et al., 2014; Téo et al., 2014; Turchetto & 
Fortes, 2014; Alves et al., 2017; Benedetti et al., 2017; 
Boscardin et al., 2017; Cerqueira et al., 2017; Dutra et al., 
2017; Freire et al., 2017; Lima & Stape, 2017; Lustosa 
et al., 2017; Mascarenhas et al., 2017; Navroski et al., 
2017; Nobile et al., 2017; Oliveira et al., 2017; Ribeiro 
et al., 2017; Salles et al., 2017; Talgatti et al., 2017; 
Tavares et al., 2017; Venial et al., 2017). 

According to Sokal & Rohlf (2012), in many cases 
it is possible to assume that analysis of variance can 
be rectified by transformation of the original data into 
a new scale. Ribeiro et al. (2017) and Oliveira et al. 
(2017) presented an interesting discussion about data 

transformation,  evidencing the most frequent situations 
related to data transformation and its impact on ANOVA 
assumptions and experimental accuracy. 

The proposed transformations have started from 
the knowledge of other proposals hitherto existing, 
but they could not meet simultaneously normality 
and homoscedasticity of variances. The authors have 
conceived the development of this methodology in two 
tests of hypothesis and have complemented them with 
the application of the transformation from Tukey’s and 
Box-Cox’s ideas, in which they have presented other 
algebraic developments.

The proposed transformations were conceived by 
introducing mathematical effects to get simultaneously 
the two conditions pointed out before. Certainly, this 
problem is complex, and the possible users of these 
transformations should follow step by step the conditions 
presented in the manuscript, i.e. applying two tests of  
hypotheses, and finding solutions to achieve both goals.

The proposed transformations (Transformation in 
Four Steps - TFS) are particularly interesting in cases 
where the conditions of normality and homoscedasticity 
are not simultaneously met, which does not apply in the 
case of Box-Cox’s transformation. TFS is not a direct 
competitor with the Box-Cox’s transformation, but is an 
alternative that can assist in more specific cases. 

Referring to the condition of wider ranges of variation 
observed in the data, the proposed transformations 
are robust because the modeling of these ranges is 
performed to find a balance between them. Homogeneity 
of variances is consequence of equality of ranges of 
variations (GV). Consequently, the changes proposed 
by the authors aimed to, primarily, homogenize GV. In 
addition, as GV is obtained by the difference between the 
extreme values of each treatment, the possible influence 
of outliers, in our view, is smaller than any other more 
complex solution applied to the variances.

There are several statistical tests to verify that the 
data come from a normal distribution, standing among 
them more frequently used the Shapiro-Wilk’s test 
(for cases where the sample is composed of less than 
50 observations), and the Kolmogorov-Smirnov’s 
test (for cases where the sample is of moderate to 
large size). Under the conditions of this research, the 
Kolmogorov-Smirnov’s test was applied, because there 
are in the experiment 360 observations from 8 treatments 
conducted in 45 replications. For this case the Shapiro-
Wilk’s test is less appropriated when compared to the 
Kolmogorov-Smirnov’s test.
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The statistical model applied in this study was 
completely randomized in factorial design. The proposed 
transformations may be used to any other type of 
experimental design (completely randomized design, 
randomized block, Latin Squares, and others), because 
the scheme used to perform local control does not 
interfere in the proposed methodology. The methodology 
can also be used in regression analysis, providing that 
the independent variable is grouped into classes.

Conclusions

In some experimental evaluations, in which analysis of 
variance is applied, we can face asymmetric distributions 
of data and heteroscedasticity of variances. This was the 
case for the evaluation of radiation at ground level in 
stands of Acacia mearnsii De Wild., in Rio Grande do 
Sul, Brazil, but without attending the assumptions for 
ANOVA, in spite of the application of all alternatives 
of data transformation for biometric variables so far 
available in the literature.

The proposal presented the so-called transformation 
in four steps, which includes two additional hypothesis 
testing, one for heteroscedasticity and another for 
asymmetry evaluations. 

The data transformation proposed is robust and is 
unrestricted to be applied to any set of experimental 
biological data, after detecting a priori no attendance 
to the assumptions required for the application of the 
conventional analysis of variance.
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